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ABSTRACT

Weak lensing by large-scale structure provides a direct measurement of matter fluctuations in the universe. We
report a measurement of this “cosmic shear” based on 271 Wide Field Planetary Camera 2 archival images from
theHubble Space Telescope Medium Deep Survey. Our measurement method and treatment of systematic effects
were discussed in an earlier paper. We measure the shear variance on scales ranging from 0�.7 to 1�.4, with a
detection significance greater than 3.8j. This allows us to measure the normalization of the matter power spectrum
to be , in aLCDM universe. The first 1j error includes sta-0.44 0.15j p (0.94� 0.10� 0.14)(0.3/Q ) (0.21/G)8 m

tistical errors only, while the latter also includes (Gaussian) cosmic variance and the uncertainty in the galaxy
redshift distribution. Our results are consistent with earlier cosmic shear measurements from the ground and from
space. We compare our cosmic shear results and those from other groups to the normalization from cluster
abundance and galaxy surveys. We find that the combination of four recent cosmic shear measurements are
somewhat inconsistent with the recent normalization using these methods and discuss possible explanations for
the discrepancy.

Subject headings: dark matter — gravitational lensing — large-scale structure of universe —
methods: data analysis

On-line material: color figures

1. INTRODUCTION

Weak gravitational lensing by large-scale structure has been
shown to be a valuable method of measuring mass fluctuations
in the universe (see Mellier at al. 2001 for a review). This
effect has been detected both from the ground (Wittman et al.
2000; Van Waerbeke et al. 2000, 2001; Bacon, Refregier, &
Ellis 2000; Bacon et al. 2002; Kaiser, Wilson, & Luppino 2000;
Hoekstra et al. 2002) and from space (Rhodes, Refregier, &
Groth 2001, hereafter RRGII; Ha¨mmerle et al. 2001). These
results bode well for the prospect of measuring cosmological
parameters and the mass distribution of the universe using weak
lensing.

In this Letter, we present the highest significance detection
of cosmic shear using space-based images. It is based on images
from theHubble Space Telescope (HST) Medium Deep Survey
(MDS; Ratnatunga, Griffiths, & Ostrander 1999). We apply the
methods for the correction of systematic effects and detection
of shear we have previously developed (Rhodes, Refregier, &
Groth 2000, hereafter RRGI) to 271 Wide Field Planetary Cam-
era 2 (WFPC2) fields in the MDS. The method of RRGI is
specifically adapted toHST images and takes advantage of the
small point-spread function (PSF) of theHST (0�.1 as compared
to ∼0�.8 from the ground). This affords us a higher surface
density of resolved galaxies as well as a diminished sensitivity
to PSF smearing when compared to ground-based measure-
ments. We develop an optimal depth-weighted average of se-
lected MDS fields to extract a weak-lensing signal. We then
use this signal to derive constraints on the amplitude of the
mass power spectrum and compare this to measurements from
previous cosmic shear surveys and from other methods.
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2. DATA

The MDS consists of primary and parallel observations taken
with the WFPC2 onHST. We selected only theI-band images
in chips 2, 3, and 4 to study weak lensing. To ensure random
lines of sight, we discarded fields that were pointed at galaxy
clusters, leaving us with 468I-band fields. To ensure that our
fields are independent, we selected 291 fields separated by at
least 10�, beyond which scale the lensing signal drops consid-
erably (see Fig. 2).

We used the MDS object catalogs (Ratnatunga et al. 1999)
to determine the position, magnitude, and area of each object,
as well as to separate galaxies from stars. We used the chip-
specific backgrounds listed in the MDS SKYSIG files, which
are consistent with backgrounds calculated using the IRAF task
IMARITH. Not using object-specific backgrounds necessitated
the discarding of another 20 fields with a large sky gradient.
Our final catalog thus consisted of 271 WFPC2 fields amount-
ing to an area of about 0.36 deg2.

3. PROCEDURE

The procedure we used for measuring galaxy ellipticities and
shear from the source images is described in detail in RRGI
(see also RRGII and Rhodes 1999). It is based on the method
introduced by Kaiser, Squires, & Broadhurst (1995), but mod-
ified and tested for applications toHST images. The usefulness
of our method was demonstrated by our detection of cosmic
shear in theHST Groth Strip (RRGII).

We correct for camera distortion and convolution by the
anisotropic PSF using Gaussian-weighted moments. Camera
distortions were corrected using a map derived from stellar
astrometric shifts (Holtzman et al. 1995). PSF corrections were
determined fromHST observations of four stellar fields These
fields were chosen to span the focus range of theHST as shown
by Biretta et al. (2000). Finally, we derive the ellipticities ofei

the galaxies and convert them into shear estimates using
, whereG is the shear susceptibility factor given by�1g p G ei i

equation (30) in RRGI.
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Fig. 1.—Distribution of the median magnitudes of the fields (solid lineIm

and left y-axis). The topx-axis shows the approximate corresponding median
redshift according to eq. (1). The weights of the fields averaged in eachAw Sf

magnitude bin are shown as the dashed line and righty-axis, in arbitrary units.
The effective depth of the survey with this weighted scheme is shown as the
vertical dotted line and corresponds to or . [SeeI p 23.5 z p 0.95� 0.10m m

the electronic edition of the Journal for a color version of this figure.]

To limit the impact of noise and systematics, we made a
number of cuts to select our galaxy sample. We first discarded
objects for which after deconvolution. To avoid usinge 1 4
galaxies with low signal-to-noise ratio, we included only gal-
axies that have a magnitude , where is the median′ ′I ! (I � 2) Im m

magnitude (before the cut) of the field and chip in which the
galaxy lies. This is consistent with the magnitude cut we made
in RRGII. We also discarded small galaxies (size pixels)d ! 1.5
in order to minimize the effects of the anisotropic PSF on our
measurements (see RRGI). The final galaxy sample contained
about galaxies. The distribution of the median mag-43.1# 10
nitude (after the cuts) of our fields is shown in Figure 1,Im

which reveals a wide range of depth for the MDS.
For the magnitude range of the MDS ( ), we use19 ! I ! 27

spectroscopic redshift determinations from the DEEP survey
(DEEP Collaboration 1999, private communication) and the
Hubble Deep Fields (Lanzetta, Yahil, & Ferna´ndez-Soto 19965)
to determine that the median redshift in a field is related tozm

the median magnitude by the equationIm

z � 0.722� 0.149(I � 22.0). (1)m m

This agrees well with an extrapolation of the Canada-France
Redshift Survey redshift distribution (Lilly et al. 1995) we used
to determine the median redshift of objects in the Groth Strip
(RRGII). Both methods give for the Grothz p 0.9� 0.1m

Strip ( ), where the error gives a measure of the 1jI p 23.6m

systematic uncertainty in the above relation.

4. ESTIMATOR FOR THE SHEAR VARIANCE

We wish to derive a measure of the shear variance on dif-
ferent angular scales by averaging over the chips inN p 3c

each of the fields. As explained in § 3, the fieldsN p 271f

have varying depths but are sufficiently far apart to be statis-
tically independent. As in RRGII, the total mean shear ingicf

chip c and field f can be measured by averaging over all the
selected galaxies that it contains. It is equal to the sum of
contributions from lensing, from noise, and from systematics,
and can thus be written as . The noiselens noise sysg p g � g � gicf icf icf icf

variance can be measured from the data2 noise 2j { AFg F Snoise,cf cf

by computing the error in the mean from the distributiongicf

of the galaxy shears inside the chip. As RRGI showed, the
systematics are greatly reduced if the shear is averaged over
the chip scale and if small galaxies (with ) are dis-d ! 0�.15
carded. In this case, the systematics are dominated by the time
variations of the PSF and induce a shear variance2j {sys,cf

approximately equal to 0.00112 (see RRGII).sys 2AFg F Scf

For each fieldf, an estimator for the shear variance on2j lens

the chip scale is given by

12 2 2 2ĵ p Fg F � j � j , (2)�lens,f cf noise,f sys,fN cc

where , and similarly for . Assum-2 �1 2 2j p N � j jcnoise,f c noise,cf sys,f

ing Gaussian statistics, the error variance of the combined es-
timator is given by (see Bacon et al. 2000 for the caseN pc

)2

1 22 2 2 2 2 2 2ˆj (j ) � (j � j � j ) � j , (3)′�lens,f lens,f noise,f sys,f #cc f2 ′N N c(cc c

5 See also http://www.ess.sunysb.edu/astro for data.

where is the cross-correlation2 lens lens lens lensj p Ag g S � Ag g S′ ′ ′#cc f 1cf 1c f 2cf 2c f

between chipsc and and can also be measured from the data.′c
The term corresponds to cosmic variance, and the last2j lens,f

term arises because the chips within a field are not statistically
independent. While the lensing shear field is known to be non-
Gaussian on scales smaller than about 10� (e.g., Jain & Seljak
1997), the non-Gaussian corrections to this error estimate are
small for noise-dominated two-point statistics like the variance
(see discussion in RRGII and White & Hu 2000).

Because the fields have a range of depths, it is desirable to
combine the individual estimators using a weighting2ĵlens,f

scheme of the form

2 2ˆ ˆj p wj w . (4)� �Zlens f lens,f f
f f

A convenient choice for the weights is given by

�4w p j , (5)f noise,f

i.e., to the inverse square of the noise contribution to the error
in . This weighting scheme is nearly optimal and avoids2ĵlens,f

including the lensing signal itself. The average weights2j lens,f

in several magnitude bins are shown in Figure 1. As ex-Aw Sf
pected, deeper fields have larger weights since they contain a
larger number of galaxies and thus have a smaller value of

.jnoise,f

To measure the shear variance on the field scale, we first
average the shear within each field and apply the same pro-
cedure. This time, however, the cross-correlation term in equa-
tion (3) vanishes since each field is independent. Similarly, we
can consider pairs of chips to measure the shear variance on
intermediate scales.
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Fig. 2.—Shear variance as a function of the radiusv of a circular cell,2jlens

including our observed value (HST) as well as that observed by other groups:
Van Waerbeke et al. (2001; CFHT vW�), Wittman et al. (2000; CTIO), Kaiser
et al. (2000; CFHT K�), Maoli et al. (2001; VLT), Bacon et al. (2002; WHT
and Keck). For our measurement, the inner error bars correspond to noise
only, while the outer error bars correspond to the total error (noise�cosmic
variance). The errors for the measurements of Maoli et al. (2001) and Van
Waerbeke et al. (2001) do not include cosmic variance. The measurements of
Hämmerle et al. (2001) and Hoekstra et al. (2002) are not displayed but are
consistent with the other measurements. Also displayed are the predictions for
a LCDM model with , , and . The galaxy medianQ p 0.3 j p 1 G p 0.21m 8

redshift was taken to be , 0.9, and 0.8, from top to bottom, respectively.z p 1.0m

[See the electronic edition of the Journal for a color version of this figure.]

Fig. 3.—Comparison of the determination ofj8 by different groups and
methods. The errors have all been converted to 1j, and aLCDM model with

and was assumed (except for Van Waerbeke et al. 2002,Q p 0.3 G p 0.21m

who marginalized overG between 0.1 and 0.4). The vertical dotted lines show
the weighted average (weights proportional toj�2) of the four cosmic shear
measurements and associated 1j error. [See the electronic edition of the
Journal for a color version of this figure.]

5. RESULTS

Our measurement for the shear variance on different2j (v)lens

scales is shown in Figure 2. The angular scalev is the radius
of an effective circular cell whose mean pair separation equals
that of the chip configuration considered ( , 1�.11, andv � 0�.72
1�.38, for 1, 2, and 3 1�.27 chips, respectively). The outer 1j
error bars include both statistical errors and cosmic variance
(from eq. [3]), while the inner error bars only include statistical
errors (i.e., by setting and to 0 on the right-hand side2 2j jlens #

of this equation). For instance, on the chip scale we obtain
, yielding a detection2 �4j (0�.72)p (3.5� 0.9� 1.1)# 10lens

significance (inner error) of 3.8j with this scale alone. As a
check of systematics, we analyzed our signal intoE- and B-
modes using the aperture massMap(0�.67) statistic on the chip
scale (Schneider et al. 1998; Van Waerbeke et al. 2001). For
E-modes, we find the upper limit 2AM S p (0.4� 1.7)#ap,E

(1 j), which is consistent with the signal expected in a�410
L cold dark matter (LCDM) model ( ;2 �4AM S � 0.6# 10ap,E

Schneider et al. 1998). For theB-modes, we find 2AM S pap,B

(1 j), as expected in the absence of sys-�4(0.3� 1.7)# 10
tematics (which corresponds to ).2AM S { 0ap,B

The measurements from other groups are also plotted in Fig-
ure 2, along with the predictions for aLCDM model with

and . The central value forG is close to thej p 1 G p 0.218

recent measurement of this parameter from galaxy clustering
(e.g., Percival et al. 2001), while keeping the relationG p Q hm

valid for . The predictions are plotted for a range ofh p 0.7
galaxy redshifts , corresponding approximatelyz p 0.9� 0.1m

to the uncertainty and dispersion of this parameter in the different

surveys. In our case, the effective medianI magnitude of our
measurement is , which corre-I p � w I / � w � 23.5f fm f m, f f

sponds to a median redshift of (see eq. [1]).z p 0.95� 0.10m

The effective magnitude and corresponding redshift are plotted
in Figure 1. Given the range of median redshifts in the different
surveys and the correlation between angular bins for the variance,
our results are in good agreement with these other measurements
and with theLCDM model.

Our measurements can be used to constrain cosmological pa-
rameters. Because our measurements on different scales are not
independent, we conservatively only consider the shear variance
on the chip scale ( ). Within aLCDM model, it is pre-v p 0�.72
dicted to be (see RRGII), within an excellent approximation,

1.27 0.56 0.89 0.19j Q z G8 m m
j � 0.0202 , (6)lens ( ) ( ) ( ) ( )1 0.3 0.95 0.21

wherej8 is the amplitude of mass fluctuations on 8 Mpc scales�1h
and is the matter density parameter. Inverting this equation,Qm

we find that our measurement of yields2j j p (0.94�lens 8

, where the�0.44 �0.15 �0.700.10� 0.12)(Q /0.3) (G/0.21) (z /0.95)m m

first error is statistical only and the second also includes cosmic
variance. To this error must be added that arising from the un-
certainty in the median effective redshift . Afterz p 0.95� 0.10m

propagating this error, we obtain

0.44 0.150.3 0.21
j p (0.94� 0.10� 0.14) , (7)8 ( ) ( )Q Gm
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where the first error reflects statistical errors only, and the latter
is the total error and includes statistical errors, cosmic variance,
and redshift uncertainty (all 1j).

Figure 3 shows the comparison of our measurement ofj8

(HST/WFC2) with that from other weak-lensing surveys and
from other methods. ALCDM model with andQ p 0.3m

was assumed (except for Van Waerbeke et al. 2001,G p 0.21
who marginalized overG). Our j8-value is consistent with the
other recent cosmic shear measurements of Bacon et al. (2002),
Hoekstra et al. (2002), and Van Waerbeke et al. (2002) and
also with the “old” normalization from cluster abundance (e.g.,
Pierpaoli, Scott, & White 2001). This was recently revised to
a lower normalization, by using the observed mass-temperature
relation rather than that derived from numerical simulations
(e.g., Seljak 2001). A similar normalization was derived by
combining measurements of galaxy clustering from Two De-
gree Field and cosmic microwave background anisotropy (La-
hav et al. 2001). Our results are consistent with this new nor-
malization at the 1.4j level.

6. DISCUSSION AND CONCLUSION

We have achieved the highest significance detection of cos-
mic shear using space-based images to date. Using the MDS,
we have detected the shear variance on 0�.7 to 1�.4 scales with
a significance greater than 3.8j. From the amplitude of the
signal we derived a normalization of the matter power spectrum
given by equation (7), with errors that include statistical errors,
(Gaussian) cosmic variance, and the uncertainty in the galaxy
redshift distribution. Our results agree with previous measure-
ments of the rms shear using both ground- and space-based
images at the 1j level and with the “old” (e.g., Pierpaoli et

al. 2001) and “new” (e.g., Seljak 2001) cluster abundance nor-
malization at the 0.4j and 1.4j level, respectively.

A weighted average of the four recent cosmic shear mea-
surements shown in Figure 3 yields , for aj p 0.91� 0.028

LCDM model with and (see vertical barsQ p 0.3 G p 0.21m

in Fig. 3). This is consistent with the old cluster normalization
at the 1.2j level but somewhat inconsistent with the new cluster
normalization at the 2.5j level, where the uncertainty is dom-
inated by that from cluster abundance. This discrepancy could
be caused by unknown systematics in the cluster abundance or
cosmic shear methods. For the latter case, the calibration of
the shear measurement methods would need to be revisited, in
the context of current and upcoming surveys. The inaccuracy
of the calculation of the nonlinear power spectrum and of the
halo mass function may also contribute to the error budget. If
confirmed, however, this discrepancy could have important
consequences for our understanding of the physics of clusters
or may require extensions of the standardLCDM paradigm for
structure formation.
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